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Abstract

Resear ch background: The value of the property can be determined onndividual or mass
basis. There are a number of situations in whidform and relatively fast results obtained by
means of mass valuation undoubtedly outweigh thartdges of the individual approach. In
literature and practice there are a number of eiffetypes of models of mass valuation of real
estate. For some of them it is postulated or reguio group the valued properties into homoge-
neous subset due to various criteria. One such Ine&zczecin Algorithm of Real Estate Mass
Appraisal (SAREMA). When using this algorithm, theea to be valued should be divided into
the so-called location attractiveness areas (LA)ch division can be made in many ways.
Regardless of the method of clustering, its restuttuld be assessed, depending on the degree of
implementation of the adopted criterion of divisiguality. A better division of real estate will
translate into more accurate valuation results.

Purpose of the article: The aim of the article is to present an applicatibhierarchical cluster-
ing with a spatial constraints algorithm for theation of LAZ. This method requires the specifi-
cation of spatial weight matrix to carry out theistering process. Due to the fact that such
a matrix can be specified in a number of ways,itgact of the proposed types of matrices on
the clustering process will be described. A modifieeasure of information entropy will be used
to assess the clustering results.

Methods: The article utilises the algorithm of agglomeratohestering, which takes into account
spatial constraints, which is particularly impottémthe context of real estate valuation. Homo-
geneity of clusters will be determined with the meaf information entropy.
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Findings & Value added: The main achievements of the study will be to asséwether the type
of the distance matrix has a significant impacthenclustering of properties under valuation.

I ntroduction

There are two main approaches in real estate vatuandividual valuation
and mass valuation. In an individual valuation,adugr focuses on one or
a small number of properties. In the case of massation, the subject of
valuation is a large number of properties of omeefywhich are appraised
with a uniform approach yielding consistent results

In practical implementations, and to a greaterretethe research field
of mass valuation of real estate, many models &gutithms can be distin-
guished. Acceptance of the adopted model of masstan of real estate
should be based on the reliability of the resutisparticular in order to
prevent complaints of the parties involved regagdime way the valuation
has been carried out and the obtained results.oDtie basic elements of
many mass valuation models is the division of thkied area into sub-
areas, which in the case of valuations for tax pseg are called tax zones.
The specification of these zones constitutes onbekey problems from
the point of view of the correctness of the obtdimaluation results. A tax
zone is an area in which a given number of appsésproperties has the
same impact of location on their value. In otherdgo all properties locat-
ed in a given tax zone at a certain level of gditgrdon’t differ from one
another in terms of location influence on theirnealln the case of methods
that are based on the valuation of a sample ofestalte in a given zone,
the concept of representative real estate shalhtpeduced. This repre-
sentative real estate is selected by taking intmw@aat the characteristic
features of a given type of real estate in a gizene. The properties in
a given zone should be similar to each other, thedifferences between
them, due to the characteristics that describe tldould be as small as
possible. The aim is to obtain a situation in whiepresentative properties
reflect as much as possible the collection of prige from which they
originate, in order to allow the extrapolation bétvalue of the representa-
tives to the entire zone with the highest possidgree of accuracy. The
guality of subdivision of real estate into subzoisesf great economic im-
portance. If there are properties in a given zowsting different influence
of features on the value, the obtained valuatisnlts will be inaccurate. In
the case of valuations conducted for tax purpotes,will lead to a tax
being charged on the under- or overestimated vétuthe first case, this
will reduce tax revenue. In the latter case, il wakult in objections from
the taxpayers. None of these cases should be adcéfience, the issue of
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proper specification of valuation zones is an inguar economic and com-
putational matter.

In the literature one can find many proposals feating tax zones. One
of the ways is to use statistical methods, namatious methods of objects
clustering. Among the classic methods one canngjgish thek-means or
hierarchical clustering. The latter method makepadssible to take into
account not only the characteristics of objectg, dsio their spatial rela-
tions. These relationships take the form of spatieights, which can be
defined in at least several ways. This diversitythia creation of spatial
weight matrices creates a research problem, wkithe aim of this study.
A question arises whether the use of different dymlespatial weight matri-
ces significantly changes the results of real esthistering. The article
will present the results of real estate clustertaging into account differ-
ent spatial weights. It will be assessed whetherdsults of the clusterings
are significantly different from one another. Desijon of valuation sub-
areas (hereinafter referred to as Location Attvaciess ZonekAZ) is con-
nected with the assessment of similarity of prapsrtocated within their
boundaries.

The article will present an approach in which theasurement of entro-
py (e.g. Truffet, 2018) will be employed to detemmithe diversity of real
estate in eachAZ A modification of the classic entropy measurel \wé
proposed, which will allow for a better reflectioh the specificity of the
real estate market. The geographical area of theeglencompasses the
northern part of Szczecin (the largest city in havestern Poland). More
than 1 600 plots of land are valuated. As a parthefvaluation process
LAZ are created.

The literature review includes topics relatedhe existing methods of
mass valuation of real estate and the specificaticub-areas of valuation.
References to the use of different clustering nisho the real estate mar-
ket will also be presented. The next section widicdss the utilised re-
search methods. After the presentation of the teslitained, the conclu-
sions of the study will be presented.

Literaturereview

There are many models, algorithms and procedurdlenarea of mass
property valuation (see Jahanstatial, 2011; Kauko & d'’Amato, 2008).
Furthermore, the work of Pagoureli al. (2003) provides good insight of
possible approaches in property valuation. Curstudies regarding mass
valuation and automated valuation models (AVM's2gemt application of
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machine learning algorithms in this filed (e.g. Zdaet. al., 2011). Some
studies present remarks regarding implementationmafss valuation
(Grover, 2016). It is emphasised that quality abdind other requirements
are sometimes omitted. Particular group of thetiexjsmodels and algo-
rithms, in order to obtain more precise results, lzased on the division of
the valued area into possibly homogeneous subzdnhes.issue of their
proper designation should be considered as onkeokdy problems from
the standpoint of the correctness of the obtaingldation results. This
correctness is a major issue, since high valuatfoors cause problems of
economic nature. They can lead to a flawed decigfamy party involved
in the valuation process. The introduction of esthte submarkets is wide-
ly discussed in literature (e.g. Palm, 1978; Bosmasal., 1999; Keskin &
Watkins, 2016). Submarkets are identified for atiedy purposes, real
estate valuation or for tax purposes. The appraaaked to determine tax
zones indicate the use of techniques based onggqtams, as well as the
use of aerial and satellite imagery (e.ggbBwski & Latos, 2015). The
borders of districts and housing estates, plotslirstreets, roads, rivers,
railway routes and other artificial and naturalemt$ can be used for this
purpose as well (Dedkova & Polyakova, 2018). Tlaeealso postulates to
take into account not only the functional featuséthe areas, but also their
so-called physiognomic or even legal features. gasgte group of methods
that can be used to create tax zones are clusteratigods (e.g. Hastie
al., 2009). One of the available approaches is aggiatioa clustering (e.g.
Kantardzic, 2003). This method makes it possiblgrtmup similar objects
(in this case real estate) on the basis of manturfes describing them.
Clustering is a very common concept in scientiisagarch. The issue of
determining an optimal number of clusters is diseds(Kolesnikowt al.,
2015; Fang & Wang, 2012). Researchers also prgmemosals for the
improvement of already known methods (see Arguetles, 2014) or they
propose the use of an ensemble clustering methade{\., 2018; Boon-
goen & lam-On, 2018). From the point of view of tleal estate market,
the possibility of introducing spatial constraimi$o the algorithm consti-
tutes a particularly important element of this vadiyclustering (Guo, 2008;
Davidson & Ravi, 2005), which allows one to takéiaccount the adja-
cency of objects. The dominant form of taking iatzount spatial relations
between objects entails spatial weights matrice® @ the basic functions
of spatial weights matrices is the identificatioh spatial effects. These
matrices can be created in a number of ways. Ortheotlivisions of the
spatial matrices can be found in the paper by GetisAldstadt (2004, pp.
147-163). This division includes, among others fttlewing:
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— neighbourhood matrices,

— k-nearest neighbours’ matrices,

— reverse distance matrices,

— reverse distance matrices limitedktaearest neighbours,

— matrices in which andj are neighbours if the distance between them is
less than or equal to a predetermined value.

This flexibility is one of the main objections tpatial analysis (LeSage
& Pace, 2014), because even within a single studypossible to formu-
late more than one matrix of spatial weights. ™saé of the impact of the
applied matrix of spatial weights was discussednipawvithin the studies
related to the estimation of spatial regression etodCellmer, 2013;
Zhang & Yu, 2018). Algebraic properties relateddtstance matrices are
also studied (Bapat, 2006). Furthermore, the imibgeof the distance ma-
trix on clustering results was analysed (Mimmatlal, 2000). The authors
point out the fact that the results of the clusigrare sensitive to the dis-
tance matrix used in the process. This sensitiwftyhe choice of spatial
weight matrix has been given the main attentiothis study.

From the point of view of mass valuation, it is ionfant that clusters
should contain real estate similar to each othemddified measure of
entropy was used to assess the homogeneity ofidacattractiveness
zones. In the mid-Zdcentury, an American mathematician, C. E. Shannon,
laid the foundations of the theory of informatigartsmission basing it on
the concept of entropy. Entropy of the distributafrthe analysed variable
allows specifying the degree of determination (u&fness) of this distribu-
tion on account of the analysed variable (e.g. Rkes& Mirjalili, 2017, p.
90). Shannon's entropy coefficient is standardesatlit reaches the values
within the range of0,1). A high value of the coefficient indicates a high
indefiniteness of the tested system. A low valughaf entropy measure
indicates a significant determination of the syst@he system demon-
strates an inclination). In the publications refate spatial issues in their
broadest sense, entropy explores, for example, lsedchanges (Bai &
Wang, 2012), ecosystem development (Ludovisi, 20b4)it evaluates
geological models (Wellman & Regenauer-Lieb, 2012)this study, en-
tropy will also be used for evaluation. In thiseathe evaluation of cluster-
ing of properties.

Resear ch methodology

As mentioned above, there are a number of masegyopaluation meth-
ods. One example of such methods is Szczecin Algorof Real Estate
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Mass Appraisal3AREMA. One of the stages of the algorithm is the speci-
fication of elementary areas (location attractigsneones) and it will be
this algorithm that will be used to determine theue of the properties,
whereas the proposal to modify the entropy measiltde used to assess
the homogeneity of the property in designated amkiisough the present-
ed study uses as an example one of the availahléoss in the field of
mass valuation of real estate, it should be ndtatlih the literature there
are more models requiring a subdivision of the edlarea. The procedure
analyzed in the study does not refer only to thecdieed algorithm of val-
uation. Hierarchical clustering is a valid proceadfmr all procedures with
this kind of requirement. Szczecin algorithm of m&aluation of real es-
tate assumes the following form (based on Heted, 2002):

Kk kp

Wji = WWTj " POW; * Cpgy 1_[1_[(1 + akp) (1)
k=1 p=1

where:

w;j; — market (or cadastral) valueth real property if-th LAZ,

wwr; — market value coefficient ipthLAZ (j = 1, 2, ..., ]),

pow; — area of-th real property,

Cpaz — Price of 1 of the cheapest land (without the utility inframtiure) in the
appraised area,

ax, — influence op-th category ok-th attribute(k = 1,2, ..., K;p = 1,2, ..., k;, ),
K — number of attributes,

k,, — number of categories kfth attribute.

Algorithm (1) has a multiplicative form. The poiot reference for ap-
praisal with the use of the algorithm is providsgdthe base price. It is the
price of 1nf of the cheapest land without the utility infrasture in the
appraised municipality. It may be assumed that & unitary price of a real
property of the worst categories of attributes,clhinclude the impact of
attributes of the appraised real properties. Thgaot(ay,) may be defined
with an expert approach, by property valuers.

For eachLAZ coefficients of market valuewfvr;) are determined,
which reflect the impact of a widely understoodainon.
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The market value coefficient fgith LAZ is a geometric mean of the
guotients of real properties actual values and thgiothetical values:

)

where:

wji” — value ofi—th real property if-th LAZ defined by a real property appraiser,
W]-'} — hypothetical value dfth real property ifi-th LAZ,

n; — the number of representative real propertiesechby real property appraisers
in j—thLAZ

Hypothetical values(wﬁ) are calculated on the basis of formula (1),
omitting the market value coefficients:

K kp

W]-'L? = POW; * Cphaz 1_[ 1_[(1 + akp) 3)
p=1

k=1

If the values of the drawn representative real erigs (A/ﬁ-z), the cate-
gories of attributes and their impact are knowe, ltlase pric€C,,,) and
areas are known, then for edchAZ the market value coefficients may be
evaluated as a geometric mean from the quotiensgstofal and hypothet-
ical real estate values.

As mentioned aboveSAREMArequires the valued area to be divided into

homogeneous sub-areas within which representatiopepties are drawn

and individually assessed. This procedure of madsation of real estate

has already been used several times in practicett@n@xperience from

these applications shows that the appropriate septativeness of the loca-

tion expressed in the algorithm by M&VRensures a random choice of:

— one representative property frdoAZs, where up to 10 properties are
subject to valuation,

— two representative properties frdoAZs, where 11 to 50 properties are
subject to valuation,

— three representative properties frawAZs, where 51 to 100 properties
are subject to valuation,

— four representative properties framZzs, where 101 to 500 properties
are subject to valuation,
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- five representative properties frdmhZs, where 501 to 1000 properties
are subject to valuation,

— six representative properties frdmAZs, where more than 1,000 proper-
ties are valued.

The study will be carried out in the following way:

1. Clustering — using agglomeration clustering withtggd constraints, real
estate will be classified into sub-aredsAZ). Two types of spatial
weight matrices were used as constraints. The dinst is based ok-
nearest neighbour&KfNN) and the second one on the distance band
(DB). In both types of matrices several variants wesed. For thé&NN
matrix, values 3, 5, 10, 20, 50 were takek.da the case oDB matrix,
it was 50m, 75m, 100m, 250m and 400 meters. Examgilaeighbour-
hood graphs based on twd\NN matrices and twdB matrices are
shown in Figures 1 and 2. It can be seen that gakinargerk and
a larger distance band) (ncreases the number of neighbours for partic-
ular objects. The influence of a larger number&fhbours on the out-
come of the clustering is the primary objectivetle# survey. Thus, 10
different matrices of spatial weights were obtainEdr each of these
matrices a clustering process was carried out diffierent number of
clusters LAZ). In the study, the number of clusters ranged fSoio 60.
This gave a total of 560 clusterings.

2. For each of these clusteringm the basis of the size of edchAZ, the
required number of representative properties aedatrerage entropy
(H,) were determined. The parameters of each clugtetitained in this
way will be compared both with the reference dosisand with one an-
other. Existing cadastral districts have been wsethe reference clus-
tering.

3. The conclusions will be determined on the basiwléther agglomera-
tion clusterings have different entropy dependingte adopted spatial
weight matrix, and whether the procedure used énstudy produces
better results than the benchmark (cadastral cis}ri
The subject of mass valuation, for which the procedf clustering to

homogeneous AZ is carried out, includes a collection of 1 630 plof

land located in Szczecin — the capital of the WWR@meranian Voivode-
ship (one of the 17 Polish Voivodeships). Thesaspiwe a collection for

which annual fees for perpetual usufruct of landevepdated. The im-

portant point is that they did not constitute agkn coherent area. They

were located randomly in the entire north parthaf tity. These plots of
land are described by means of several attributes:

— area, in the following variants: large, medium, Bma

— utility access, in variants: none, incomplete,,full
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- surroundings, in the following variants: oneroustawvourable, average,
favourable,

— communication accessibility, in the following varia: unfavourable,
average, good,

— shape of the plot, in the following variants: urdaxable, average, fa-
vourable.

The clustering procedure was carried out on théslzdscharacteristics
directly related to the location of the propertiility access, surroundings
and transportation accessibility. These featuremgoon the ordinal scale,
were transformed into dummy variables. The useaobbles on the ordinal
scale is not coincidental. Such a way of descriltiegfeatures determining
the value of real estate is typical in individualluations of real estate in
Polish conditions. The algorithm used in the stuahe of the assumptions
of which is mimicking expert's behavior, is alscsé&a on thesariables on
this measurement scale.

In order to assess the homogeneity of the obtained, an entropy
measure was used. However, this classical meaagenedified due to the
different number of possible types of plots (classeplots). Transformed
information on variants of the three above-mentibpkots’ characteristics
was used to assess entropy. The variants of thesaateristics were en-
coded in the form of natural numbers (the wordiesta intermediate state
1, the best state 2 and in the case of transpmmtaticessibility, which was
a feature of four states — 3) and they were contbinéo a three-digit
codes. Each code value is a combination of variafiteharacteristics,
which was understood as a class. The entropy of A#¥was calculated
using the following measure:

_ (_ Z;{:l Di - lngPi) -k ’ (4)

H, I

where:

p: — share of real estate belonging toitke class,

k — number of classes (combination of variants ofketacharacteristics present in
a givenLAZ),

L — number of classes present in the analysed set.

A modification of the classical entropy measureoimes changing the
assessment depending on the number of classesipegarticular areas.
For example, in the classic approachA&Z with two or ten classes and an
even share of these classes will be characterig¢otdd entropy. However,
in the case of a real estate market analysis, teseituations should be
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assessed differently. Two classes of plots’ chargstics, when the speci-
fied area contains several dozen or more propesienild be described as
highly homogeneous, even if the shares of bothselsre 50%. Thi,
measure will distinguish between the level of goyrdepending both on
the shares of classes and on their number.

The calculations were carried out in the Pythorgmmming environ-
ment (i.e. Miller & Guido, 2016; Unpingco, 2016%ing mainly Numpy,
Pandas, Geopandas, PySAL, SciPy and scikit-learkegeas.

Results

The plots of land subject to analysis were qualifigto location attractive-
ness zonesLAZ) by means of agglomeration clustering with spat@i-c
straints. The number of proposeéZranges between 5 and 60. Each of the
divisions was carried out taking into account 1ffedent spatial weights
matrices. Figure 3 presents a fragment of the resemea with an assign-
ment of the valued plots of land to tkédZ There is a clear demarcation
between the two zones. With the increase in thebeurafLAZ, their aver-
age entropy was decreasing. Such a result wasdgpgeeted, because with
a larger number of sub-areas they contain fewesirdigr plots. A more
important observation is that, depending on theptatbspatial weight ma-
trix, the average entropy for the same numbdrAi is different. This ef-
fect is similar for both types of utilised matricgd\N andDB), as shown

in Figures 4 and 7. Initially, with the increasetb& number of.AZ, the
decrease in average entropy is more rapid. Afteeeding 20—-3QAZ, this
decrease is much slower. In the cas&NN matrix, the lowest mean en-
tropy in 55 out of 56 cases was obtained Kor 50. In turn, the highest
mean entropy was recorded for 3 and 5. In total, it was 50 cases out of
56. In the case dDB matrix, the lowest mean entropy was obtained in 50
out of 56 cases far= 400. The highest mean entropy occurred at the-sh
est distance range of 50 meters. This was theZ&sienes, so for the half
of the clusterings. In addition to the analysigshe mean entropy for each
clustering, the study also drew attention to thepelision of entropy. Fig-
ures 5 and 8 show the standard deviations of epti@pall analysed divi-
sions and types of spatial weight matrice@d,) values differed significant-

ly depending on the variant of the matrix and thenber of LAZ The
greatest dispersion &fAZ entropy was recorded for their smallest numbers.
For KNN matrix the highest values of standard deviatidneniropy were
for k = 10. The lowest variability was observed, sinijlaio the lowest
mean entropy, fok = 50. In case of the second type of analysed apati
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weights matrices, the changes in standard devatbbrentropy were more
heterogeneous. Standard deviations of entropyeirtéise of of 50 and 75
meters decreased at first, then increased anddferased again. For other
distance bands there was also no clear downward foe the dispersion of
entropy.

The final stage of the study was to compare theltesf the clustering
of land plots intdLAZ with the reference division. Two criteria weredak
into account: average entropy and the required eurob representative
plots. On the basis of the number of plots in eathAZ the required
number of representatives was determined in acnoedavith the guide-
lines set out earlier. It was necessary to asséssher the agglomeration
clustering allowed the achievement of a clustedhtand plots with a low-
er entropy than the reference division and whethallowed to obtain
a smaller number of representative plots. Therlattiéerion has a particu-
lar economic rationale. Each representative prgpadst be valued indi-
vidually, which involves the use of time and monEigures 6 and 9 show
the average entropy and the required number oéseptative plots in each
clustering and for both types of spatial weightstrioes. The observed
regularity indicates that the smaller the averageopy is (i.e. the greater
number ofLAZ), the more representative properties should berdfeom
a given zone. This regularity (which should haverbexpected) occurred
in all 10 cases analysed. However, there were gigt@ficant differences
as to how many of the 56 clusterings carried outafgiven spatial weight
matrix type meet both the required criteria. Taldleand 2 present selected
results of clustering evaluation. In the cas&NN matrices, the number of
clusterings, for which the average entropy was tothian the average en-
tropy of the reference division and for which thember of representatives
was also lower than in the case of cadastral distrwas highly diversified.
Fork = 5 out of 56 divisions only 5 met both criteNghereas fok = 50 it
was 26. This means that, at best, less than halfeoflusterings turned out
to be more favourable than the reference breakddiva.valued plots of
land are located in the area of 39 cadastral distriFor each number of
neighbours used in the study, the smallest numb&AZ whose average
entropy was lower than the average entropy of ¢eadafistricts was lower
than 39 and ranged from 17 to 34. For such nundfdrdZ, the number of
representative plots was also lower than the nurabeepresentatives for
cadastral division and ranged from 50 to 77 dependnk, compared to
84 representatives established for the referensgsi@h. On the other hand,
the results obtained for the matrix based on tetadce band indicate that
the differentiation of the number of clusteringsetireg the criteria of en-
tropy and the number of representative plots washnsmaller. The lowest
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number of clusterings meeting both criteria is #2 ¢ = 100 m) and the
highest is 38 (for = 50 m). What is more, the smallest numbetAZ with

an average entropy below the reference one wadglitfssentiated for the
DB matrix and ranged from 14 to 16, i.e. much less tfor theKNN ma-
trix. Which means that with just 14 to 18\Z one can obtain average en-
tropy equal to the benchmark. As a result, thisdigted into a smaller (and
less diversified, depending of number of required representative plots,
whose number ranged from 41 to 48.

Conclusions

The article presents the results of the studyatheof which was to deter-
mine what influence the applied spatial weightsrixaxerts on the clus-
tering. The study covered over 1600 plots of lamdich were subject to
mass valuation with the use of the Szczecin Algaribf Mass Property
Valuation. The effect of different matrices waseas®d by changes in the
average entropy dfAZ for a given clustering and by the required number
of representative plots. The obtained results atdichat the decision re-
garding the applied matrix has a large impact anlével of entropy of
location attractiveness zones and the number & pbobe valued (accord-
ing to theSAREMAassumptions) in the individual approach. The tesofl
agglomeration clustering were compared with entrapg a fixed number
of representatives for the benchmark division. Dejpgy on the number of
LAZ, their average entropy was either lower or higian the reference
clustering. There were also significant differenicethe number of cluster-
ings that met the thresholds of a smaller numbeemfesentative plots than
the reference division, as well as smaller thanréfierence average entro-
py. These conclusions were analogous for both tgpd®e distance matrix.
From both types of spatial weights matrices beteults were obtained for
the matrix based on the distance band. For thsidnsg carried out with the
use of this type of matrix, lower than the refeemwverage entropy and
a smaller number of representative plots were nofen obtained. The
results for the different distance bands obtaingd thie DB matrix differed
from one another significantly less than those tfe KNN matrix. This
means that clustering with spatial constraintshi form of aDB matrix is
less sensitive to input parameters. The abovetsekdd to a conclusion
that the stage of selection of spatial weight magtrian important element
of the described mass valuation procedure. Befaking a final choice,
a preliminary assessment of the clusterings shiogildarried out with vari-
ous matrices in order to obtain more precise velnat

142



OeconomiaCopernicanal0(1), 131-151

Further study will examine various available waystaking into ac-
count the spatial constraints and other methodsustering. Special atten-
tion will be paid to expert methods of creating-galnes of valuation sub-
jects. Methods that will not depend on arbitrasblected distance matri-
ces. The application of different approaches wiblde, at subsequent
stages of research, a comparison of the resuitsas$ valuation and a veri-
fication of the impact of the clustering of valugaperties on the accuracy
of valuations.
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Annex

Table 1. Summary of selected results of plots of land chiste (k-nearest
neighbours spatial weights matrices)

Number of . Minimum number of Required _number of
. Number of clusterings ; representative plotsfor

neighbours ; LAZ with entropy )

) meeting both thresholds below the threshold flrst number of LAZ

meeting entropy threshold

3 10 32 71

5 5 34 77

10 6 29 74

20 14 23 59

50 26 17 50

Table 2. Summary of selected results of plots of land chiste(distance band
spatial weights matrices)

Numbgr of Minimum number of Required number of
clusterings

. ) representative plots for
Distance band (r) meeting both LAZ with entropy below (?ijrst number gf LAZ

thresholds the threshold meeting entropy threshold
50m 38 16 46
75m 37 14 41
100 m 22 15 47
250 m 32 16 48
400 m 34 14 44

Figure 1. Example of neighbour graph far= 3 andk = 5 nearest neighbours
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Figure 2. Example of neighbour graph for= 50 meters and= 75 meters distance
band




Figure 4. AverageLAZs’ entropy for selectel nearest neighbours spatial weights
matrices and different number loAZs
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Figure 5. Heatmap of standard deviations for all examinedtelings K-nearest
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Figure 6. Scatterplot of averagdAZs' entropy and required number of
representative plotk{earest neighbours spatial weights matrices)
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Figure 7. Average LAZs' entropy for selected distance band spatial weights
matrices and different number loAZs
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Figure 8. Heatmap of standard deviations for all examinedtehings (distance
band spatial weights matrices)
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Figure 9. Scatterplot of averagdAZs' entropy and required number of

representative plots (distance band spatial weiglatsices)
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